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Devices and I/O

key concepts
device reqisters, device drivers, program-controlled ™A, polling, disk drives,
disk head scheduling

reading
Three Easy Pieces: Chapters 36-37
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Sys/161 Device Examples

e timer/clock - current time, timer, beep

e disk drive - persistent storage

e serial console - character input/output

e text screen - character-oriented graphics

e network interface - packet input/output
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Device Register Example: Sys/161 timer/clock

Offset | Size Type Description
0 4 status current time (seconds)
4 4 status current time (nanoseconds)
8 4 command restart-on-expiry
12 4 | status and command interrupt (reading clears)
16 4 | status and commangd countdown time (microseconds)
20 4 command speaker (causes beeps)
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Device Register Example: Serial Console

Offset | Size Type Description
0 4 | command and data character buffer
4 4 status writelRQ
8 4 status readlRQ
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Device Drivers

e a device driver is a part of the kernel that interacts with\aae

e example: write character to serial output device

[/ only one witer at a tine
P(out put device wite senmaphore)
[/ trigger the wite operation
wite character to device data register
repeat {
read witel RQ register
} until status is ‘‘conpleted’
/'l make the device ready again
wite witelRQ register to ack conpl etion
V(out put device wite semaphore)

e this example illustrategolling: the kernel driver repeatedly checks device status
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Using Interrupts to Avoid Polling

Device Driver Write Handler:

[/ only one witer at a tine

P(out put device wite senaphore)

/[l trigger wite operation

wite character to device data register

Interrupt Handler for Serial Device:

/'l make the device ready again
wite witelRQ register to ack conpl etion
V(out put device wite semaphore)
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Accessing Devices

e how can a device driver access device registers?

e Option 1: special I/O instructions
— such as n andout instructions on x86
— device registers are assigned “port” numbers

— Instructions transfer data between a specified port and arégister

e Option 2: memory-mapped I/O
— each device register has a physical memory address

— device drivers can read from or write to device registeragiaormal load
and store instructions, as though accessing memory
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MIPS/OS161 Physical Address Space

0x00000000 OxFfffiff
RAM

ROM: 0x1fc00000 — Ox1fdfffff
devices: 0x1fe00000 — Ox1fffffff

64 KB device "slot"
0Ox1fe00000 Ox A fffffff

Each device is assigned to one of 32 64KB device “slots”. AakEy regis-
ters and data buffers are memory-mapped into its assigoed sl
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Logical View of a Disk Drive

e disk is an array of numbered blocks (or sectors)
e each block is the same size (e.g., 512 bytes)

e blocks are the unit of transfer between the disk and memory

— typically, one or more contiguous blocks can be transfeimedsingle
operation

e storage iswon-volatile i.e., data persists even when the device is without power
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A Disk Platter's Surface

V - rotation

seek tracks

sectors

arm

read/write head
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Cost Model for Disk 1/0O

e moving data to/from a disk involves:

seek time: move the read/write heads to the appropriate cylinder
— depends on distance (in tracks) between previous requesiLarent
request - called theeek distance
rotational latency: wait until the desired sectors spin to the read/write heads
— depends on the rotational speed of the disk

transfer time: wait while the desired sectors spin past the read/write ead

— depends on the rotational speed of the disk and the amouatabeing
read/written

e request service time is tleeimof seek time, rotational latency, and transfer time
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Seek, Rotation, and Transfer

e Seek time:

— If the next request is for data on the same track as the prevemuest, seek
distance and seek time will be zero.

— In the worst case, e.g., seek from outermost track to innstrinack, seek
time may be 10 milliseconds or more.
e Rotational Latency:
— Consider a disk that spins at 12,000 RPM
— One complete rotation takes 5 millseconds.
— Rotational latency ranges from Oms to 5ms.

e Transfer Time:

— Once positioned, the 12,000 RPM disk can read/write all data track in
one rotation (5ms)

— If only X% of the track’s sectors are being read/writtennsfer time will be
X% of the complete rotation time (5ms).
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Performance Implications of Disk Characteristics
e larger transfers to/from a disk device anere efficienthan smaller ones. That
IS, the cost (time) per byte is smaller for larger transf@fghy?)

e sequential I/O is faster than non-sequential 1/0O

— sequential I/O operations eliminate the need for (mosKsee
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Disk Head Scheduling

e goal: reduce seek times by controlling the order in whicluesdis are serviced

e disk head scheduling may be performed by the device, by tBmtpg system,
or both

e for disk head scheduling to be effective, there must be a@oéoutstanding
disk requests (otherwise there is nothing to reorder)

e an on-line approach is required: new I/O requests may aatiamy time
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FCFS Disk Head Scheduling

e handle requests in the order in which they arrive

e fair and simple, but no optimization of seek times

50

/ / / / /
/ / / / /
/ / / / / / / / / /
/ / / / / / / / / /
/ / / / / / / / / /
/ / / / / / / / / /
/ / / / / / / / / /
/ / / / / / / / / /
53 6570 104
arrival order; 104 183 14 65 70
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Shortest Seek Time First (SSTF)

e choose closest request (a greedy approach)

e seek times are reduced, but requests may starve

/ / / / /

/ / / / /

/ / / / / / / / / /

/ / / / / / / / / /

/ / / / / / / / /
/ / / / / / / / / /

/ / / / / / / / / /

/ / / / / / / / / /

53 6570 104

arrival order; 104 183 14 65 70
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Elevator Algorithms (SCAN)

e Under SCAN, aka the elevator algorithm, the disk head mavese direction
until there are no more requests in front of it, then revedsetion.

e there are many variations on this idea

e SCAN reduces seek times (relative to FCFS), while avoidiagration
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SCAN Example

/

6570

53

arrival order: 104 183 14 65 70
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Data Transfer To/From Devices

e Option 1:program-controlled 1/O
The device driver moves the data between memory and a burféreodevice.

— Simple, but the CPU ibusywhile the data is being transferred.

e Option 2:direct memory access (DMA)

— The device itself is responsible for moving data to/from nemCPU isnot
busyduring this data transfer, and is free to do something else.

Sys/161 disks do program-controlled 1/O.
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Device Register Example: Sys/161 disk controller

N

Offset | Size Type Description

0 4 status number of sectors

4 4 | status and commangd status

8 4 command sector number

12 4 status rotational speed (RPM
32768 | 512 data transfer buffer
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Writing to a Sys/161 Disk

Device Driver Write Handler:

/[l only one disk request at a tine

P(di sk semaphor e)

copy data fromnenory to device transfer buffer

wite target sector nunber to di sk sector nunber register
wite ‘“‘“wite’” command to disk status register

[/ wait for request to conplete

P(di sk conpl eti on semaphore)

V(di sk semaphor e)

Interrupt Handler for Disk Device

/] nmake the device ready again
wite disk status register to ack conpl etion
V(di sk conpl eti on semaphore)
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Reading From a Sys/161 Disk

Device Driver Read Handler:

/[l only one disk request at a tine

P(di sk semaphor e)

wite target sector nunber to di sk sector nunber register
wite ‘‘read’’ command to disk status register

/[l wait for request to conplete

P(di sk conpl eti on semaphore)

copy data fromdevice transfer buffer to nenory

V(di sk semaphor e)

Interrupt Handler for Disk Device

/] nmake the device ready again
wite disk status register to ack conpl etion
V(di sk conpl eti on semaphore)
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Direct Memory Access (DMA)

e DMA is used for block data transfers between devices (e@jiskd and memory

e Under DMA, the CPU initiates the data transfer and is notfub@n the transfer
Is finished. However, the device (not the CPU) controls thedfer itself.

memory

1. CPU issues DMA request to device
2. device directs data transfer

3. device interrupts CPU on completion
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