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0 What is Statistical Natural Language
Processing (SNLP)?
0 Language Models for Information Retrieval

0 Text Classification and Sentiment Analysis

0 Probabilistic Models (LDA, Bayesian HMM,
and POSLDA) for language processing

0 References



What is SNLP?
S S
2 Infer and rank the structures from text based
on statistical language modeling.

= Probability and Statistics

= Machine Learning Techniques

0 Started in late 1950’s, but didn’t get popular
until early 1980’s.

3 Many applications: Information Retrieval,
Information Extraction, Text Classification, Text
Mining, and Biological Data Analysis.



Language Modeling
N

0 A statistical language model requires the
estimates for such probabilities:

P(w, ) = Plwy,wyee,w))
0 Probabilities to word sequences?

P(w, Wy «o. W) = P(w;) P(w,|w;) eee P(wW,_ W, wy iiow ;)

e.g., Jack went to the {hospital, number, if, ... }

0 Left-context only?

= The {big, pig} dog ...
» P(dog]|the big) >> P(dog | the pig)



Noisy Channel Framework
N

0 Through decoding, we want to find the most

likely input for the given observation.

| Noisy Channel
p(o]i)

O

I- argmax p(i| o) = argmax

p()p(oli)

" Decoder

=)

p(o)

= argmax p(i)p(o|i)

= Applications: machine translation, optical character
recognition, speech recognition, spelling correction.



Language Models for IR
T

2 N-gram models:
Unigram: P(w; ) = P(w;) P(w,) ... P(w,)
Bigram: P(w, ) = P(w,) P(w, | w,) ... P(w, |w, )

Trigram: P(W]In) — P(W1) P(W2| W1) P(Wnlwn-z,n-1)

0 Documents as language samples:

P(t,,t,,...,.t, | d) = HP(fi | d)
i=1



Language Models for IR
.z f
0 Query as a generation process:
Pl |t.,t,,....t )
= P(d)P(t,t,,....t, |d)/ P(t,t,,....t, )
(Bayesian theorem)
= P(d)P(t, t,,...t, | d)
(Uniform prior documents)

= Pttty |d) = | | P(t; | d)
i=1

(Unigram terms)



A Naive Solution
B

2 Maximum likelihood estimate:

tf,

Pmle (t | d) = dl
d

if:. 1 the raw term frequency of term t in
document d

dl, : the total number of tokens in document d.



Sparse Data Problem
S

0 A document size is often too small

P(t;|d)=0=TP(t,|d)=0
i=1

2 A document size is fixed:

P(information, retrieval | d) > 0 && keyword &d &&
crocodile &d

=> P(keyword | d) >> P(crocodile | d).



Zipf's Law
B

0 Given the frequency f of a word and its rank r in the list
of words ordered by their frequencies:
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Data Smoothing
N

0 Laplace’s Law: T is the max number of terms.

tf, s +1
dl, +T

PLAP(”d) =

0 Extensions to Laplace’s: Lidstone’s Law.

P, (t|d) Jea ¥4 uP, (t1d)+(1-w)/T
—] 2 — + —
Ho d,+TA =™ “

where U = dld /(dld +TA)




Data Smoothing

2 Smoothed with the collection model:

(t | d) WX Bz’ocument (t | d) + (1 CU) collectzon( )

combmed

= The combined probability is still normalized with
values between O and 1.

= Further differentiation between missing terms such
as “keyword” and “crocodile”.

= Collection model can be made stable by adding
more documents into the collection.



Text Classifications /Categorizations
B

0 Common classification problems:

Problems Input Categories
Tagging context of a word tag for the word
Disambiguation context of a word sense for the word
PP attachment sentence parse trees
Author identification document author(s)
Language identification  document language(s)

Text categorization document topic(s)

0 Common classification methods: decision trees,
maximum entropy modeling, neural networks, and

clustering.



What is Sentiment Analysis?
R

“... after a week of using the cameraq, | am very unhappy with
the camera. The LCD screen is too small and the picture quality
is poor. This camera is junk.”




Subjective Words

a3 A consumer is unlikely to write: “This camera is great.
It takes great pictures. The LCD screen is great. | love
this camera”.

0 But more likely to write: “This camera is great. It takes
breathtaking pictures. The LCD screen is bright and
clear. | love this camera™.

0 More diverse usage of subjective words: infrequent
within but frequent across documents.



Topic Models
B

0 Topic modeling is a relatively new statistical
approach to understanding the thematic structure in
a collection of data

= Uncovering hidden topics in a corpus of documents

= Reducing dimensionality from words down to topics

0 Topic models treat the document creation as a
random process of determining a topic proportion
and selecting words from the related topic
distributions.
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Discover Topics

2
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Discover Hierarchies
i
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Topic Use Changing Through Time
B
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TOWARD A GREATER STATE ROCETN—"""

1

b kRAe oftsppdics that are shared across the corpus...

lell, everybody election offici cheat, and after all, @
—can prove they € only thing that we know is that they're election
aN fr me political partv. And nobody would ever think that they voter
wolNd dare ate their oaths of office. And if I sound cynical about it, I "°*e_d ,
am. - A
residential glectiomedy 2000, which climaxed in Bush v. Gore,? e -
provi dless fodder for [legal academics® and struck fear in the |/ov
hearts of |elo®gnl administrators. Even after countless vows of “we | qwyer
will not be the ne lorida,™ the 2004 elections produced several win- | court
ners in the Sunshine impersonation contest, including Eontana, @ e
New York, Ohio, Puerto ﬁ),\\\\’ashington, and San Diego.® Each o CEE
these jurisdictions’| controversies & d the questions at the heart of city
Bush v. Gore: What is the most avcurate_method of counting votes? | ate
What constitutes a valid jvote? When Shou deral |courts intervene | florida
in |state processes? Despite the best effortsgf phalgnxes of lawyers, |0
judges rarely unseat a victor declared by a |state| election process.® €

*Harvard Law Review, Vol. 118, No. 7 (May, 2005), pp. 2314-2335 (Note).



Hsiwg yano lodi bofistiiis rvessonitig infermishido ishec thenldéetanty ablrse o tee domxalsents

% Topic Proportions =—>»
£ TOWARD A GREATER STATE ROCETN—T"""

1

. lell, everybody 25 election offici Cheat, and after all, @ O

—can prove they . € only thing that we know is that they're
aN fr me political party. And nobody would ever think that they
wolNd darée™elate their oaths of office. And if I sound cynical about it, I
am.!

X \\ Topics =@

@ O

presidential|glectionTedy 2000, which climaxed in Bush v. Gore,?
pProvi \en\dless fodder for |legall academics® and struck fear in the
Topic hearts of |elethign pdministrators;, Even after countless vows of “we
Indices will not be the neXNElorida,™ the 2004 |elections jproduced several win-
ners in the Sunshine impersonation contest, including @Iontana, a_ )
New York, Ohio, Puerto ﬁ),\\\’\-'ashington, and San Diego.’ Each o
these|jurisdictions] controversies & d the questions at the heart of
Bush v. Gore: What is the most aveur method of counting |votes]’
What constitutes a valid |[vote When Shou deral |courts |intervene
in [state |processes? Despite the best effortsgf phalgnxes of lawvers,
judgey rarely unseat a victor declared by a |state |gelection| process.®

*Harvard Law Review, Vol. 118, No. 7 (May, 2005), pp. 2314-2335 (Note).



Bayesian Probability
m

0 Bayes’ Theorem
P61 x) < 21 O)D(O)

p(x)
posterior « likelihood x prior

0 Subjective probability: model prior by a given
distribution

(N

Beta Prior Linear Likelihood Posterior



Dirichlet Distribution
T

2 Distribution over distributions:

15

1 = a; -1 .
POla)y=—— o
B(a) - "
K “‘_
| | I'(e;)
B(a)===E— ’

F(E a)

i=1 !




Latent Dirichlet Allocation (LDA)

" |nitiall db L
ol proposed by () 1),
@4+@4@ N

M
Generative Process:
1. ¢o% ~ Dir(p)
2. For each document d € M: p(w,z, ‘9 9la,f)=
a. 0, ~ Dir(a) 9 la)x
b. For each word w € d: v p(¢k A) Hp( )
i. z ~ Discrete(0) M N,
. wo~ Discrefe(¢(z)) ',h;'LJr p(Zm,n |«9m)P(Wm,n |¢Zm)




Inference
B

0 We are interested in the posterior distributions for
¢, z and 0

0 Computing these distributions exactly is intractable
0 We therefore turn to approximate inference
techniques:
= Gibbs sampling, variational inference, ...

0 Collapsed Gibbs sampling

= The multinomial parameters are integrated out before
sampling



Gibbs Sampling

.2 4
2 Popular MCMC (Markov Chain Monte Carlo) method
that samples from the conditional distributions for the
posterior variables

0 For the joint distribution p(x)=p(x;,X5,..., X, ):
1. Randomly initialize each x.

2.Fort=1,2,...,T:

2.0, X"~ p(x, [ x5, x50+, x,,)

2.2, x;l ~ p(xz |xlt+19x§9'”9x1tn)

t+l ( | t+l e+l 4]
2.m. xm p 'xm xl ,X2 5 ’xm—l



(Collapsed) Gibbs Sampling
2

0 We integrate out the multinomial parameters ¢ and 0
so that the Markov chain stabilizes more quickly and we
have less variables to sample.

0 Our sampling equation is given as follows:

(d) (z)
nZ‘ + azi nw + ﬁ

: X
n+a n +Wp

p(Zi | Z—iaW) X

0 GibbsLDA++: a free C/C++ implementation of LDA



Syntax Models

0 Hidden Markov Model (HMM): (A)
The probability distribution of the
latent variable z; follows the &) :E ) -
Markov property and depends ) () ) ()
on the value of the previous
latent variable z. (9)

0 Each latent state z has a unique emission probability
= This is a mixture model like LDA

0 Useful for unsupervised POS tagging
= Language exhibits a structure due to syntax rules

= State-of-the-art: “Bayesian” HMM where transition rows and
emission probabilities are random variables drawn from
Dirichlet distributions [3]



Combining Topic and Syntax Models?
I

0 Considering both axes of information can help us model text
more precisely and can thus aid in prediction, processing, and

ultimately many NLP tasks

0 Example 1:

Our favourite city during the trip was

How do we reason about what the missing word might be?
An HMM should be able to predict that it’s a noun
LDA might be able to predict that it’s a travel word™

A combined model could theoretically determine that it’s a
noun about travel



Combining Topic and Syntax Models?
I

0 Example 2:

= |s the word “book’” a noun or a verb?

- If we know that a “library” topic generated it, it’'s much more
likely to be a noun

- If we know that an “airline” topic generated it, it’s more likely
to be a verb (“to book a flight”)

0 Example 3:

= We know that the word “seal” is a noun, what is its topic?

- More likely to be related to “marine mammals” than
“construction” (“to seal a crack”)



POSLDA (Part-Of-Speech LDA) Model
I

0 A “multi-faceted” topic model
where word w depends on
both topic z and class ¢ when

c is a “semantic”’ class @ /@\
=W, p(W,- | Ciy Z,')

0 When cis a “syntactic” class
the emitted word only
depends on class c itself

&-®)
&)

e

- W\
/

N\

0 This model results in POS-
specific topics and can
automatically filter out “stop-
words” that must be manually
removed in LDA

@< o’
&




POSLDA Generative Process
7

1. For eachrow 7, €
a. Draw m, ~ Dirichlet(y)

2. For each word distribution ¢, € ¢:
a. Draw ¢, ~ Dirichlet(]3)

3. For each document d € D:
a. Draw 0, ~ Dirichlet(a)

b. For each tokeni € d:
i.  Drawc, ~ m(c, ;)
i. e, € Cyppe
A Draw w, ~ ¢5YN(c))
i. ~ Else (¢; € Cqgpy):
i Draw z;, ~ 0,
i.  Draw w, ~ ¢>EM(c, z))



POSLDA Interpretability
T

0 Learned word distributions from TREC AP corpus:

“law” “finance” “health”
adj verb noun adjy verb noun adj verb noun
federal filed attorney stock rose exchange health died study
court ruled judge wall averaged stock medical suffered research
supreme agreed district bond issued securities aids received hospital
legal contends calif million fell dow drug underwent virus
civil claims county american gained york blood found report
appeals contended board financial | dropped inc heart carried disease
tax refused loan composite rated totaled research suffers university
illegal sued san common traded drexel immune leaves doctor
government, won court business stocks commission | hospital kills person
financial wrote justice dow closed lambert cancer took patient
AUXILIARY CONJUNCTION DETERMINER RELATIVE
is and the that
was but a which
be or an who
are & this when
has SO some what
have both such how
will times any where
would nor many whose
says plus those why
were yet these whom




Generalized Probabilistic Model

0 POSLDA reduces to LDA when the number of
classes S = 1.

0 POSLDA reduces to Bayesian HMM when the
number of topics K = 1.

0 POSLDA reduces to HMMLDA when the number
of semantic classes S__ = 1.



FS from Semantic Classes
I

a Research has shown that semantic classes such
as adjectives, adverbs, and verbs are more

useful for SA.

0 Select representative words for a semantic
class by picking the top-ranked words with the
accumulative probability = 0 (e.g., 75% or
90%).

0 Merge all selected words into one set W___,
and reduce it further by DF-cutoff if needed.



FS from Semantic Classes with Tagging
T

0 POSLDA is unsupervised and the results do not
usually match with human labeled answers.

0 A tagging dictionary contains all the POS tags
that can be used for the given words in a
corpus.

0 With a tagging dictionary, a word is only
assigned to its related POS classes, but if not in
the dictionary, the word will participate in all

POS classes, same as the unsupervised process
for POSLDA.



FS with Automatic Stopword Removal
2
0 Similar to W

the syntactic classes to extract topic-
independent stopwords.

we can also build W from

sem/?

0 Such a process is both automatic and corpus-
specific, avoiding under- or over-removal of
the related words.

0 Although POSLDA can separate semantic and
syntactic classes, removing stopwords explicitly
helps reduce the noise in the dataset.



FS for Aspect-Based SA

0 POSLDA associates each topic with its related
semantic classes such as “nouns about sports” and
“verbs about travel”.

0 By modeling topics as aspects, we can then select
features from the corresponding semantic classes
using the methods described earlier.

0 To model aspects, we use manually prepared
seed lists (possibly extended with a bootstrapping
method), and pin them in the related aspects
during the modeling process.



Questions?
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